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Abstract. Earth Observation (EO) Data Cubes infrastructures model
analysis-ready data generated from remote sensing images as multidi-
mensional cubes (space, time and properties), especially for satellite im-
age time series analysis. These infrastructures take advantage of big data
technologies and methods to store, process and analyze the big amount
of Earth observation satellite images freely available nowadays. Recently,
EO Data Cubes infrastructures and satellite image time series analysis
have brought new opportunities and challenges for the Land Use and
Cover Change (LUCC) monitoring over large areas. LUCC have caused
a great impact on tropical ecosystems, increasing global greenhouse gases
emissions and reducing the planet’s biodiversity. This paper presents the
utility of Self-Organizing Maps (SOM) neural network method in the
process to extract LUCC information from EO Data Cubes infrastruc-
tures, using image time series analysis. Most classification techniques to
create LUCC maps from satellite image time series are based on super-
vised learning methods. In this context, SOM is used as a method to
assess land use and cover samples and to evaluate which spectral bands
and vegetation indexes are best suitable for the separability of land use
and cover classes. A case study is described in this work and shows the
potential of SOM in this application.

Keywords: Self-Organizing Maps, Earth Observation Data Cubes Anal-
ysis, Satellite Image Time Series, Land Use and Cover Changes

1 Introduction

Earth Observation Data Cubes (EO Data Cubes) are emergent infrastructures
that model analysis-ready data generated from remote sensing images as mul-
tidimensional cubes, especially for satellite image time series analysis [1]. Such
data cubes have three or more dimensions that include space, time and proper-
ties. EO Data Cubes can be defined as a set of time series associated to spatially
aligned pixels ready for analysis.

EO Data Cubes infrastructure is an innovative way to organize the big
amount of Earth observation satellite images freely available nowadays and to
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take advantage of big data technologies and methods to store, process and an-
alyze time series extracted from these images. Examples of computational plat-
forms for EO Data Cubes are the Open Data Cube (ODC) [2], the Joint Research
Centre (JRC) Earth Observation Data and Processing Platform (JEODPP) [3]
and the System for Earth Observation Data Access, Processing and Analysis for
Land Monitoring (SEPAL) [4].

A typical application that benefits from EO Data Cubes infrastructures and
satellite image time series analysis is LUCC monitoring. Characterizing and
mapping changes in land surface is essential for planing and managing natural
resources. The growing pressures for food and energy production promoted by
increasing population make humans modify the Earth’s environment in a rapid
pace. LUCC can affect hydrological and biological process causing great impacts
on tropical ecosystems [7].

Recently, EO Data Cubes infrastructures and satellite image time series anal-
ysis have brought new opportunities and challenges for LUCC mapping over large
areas. Time series derived from Earth observation satellite images allow us to
detect complex underlying processes that would be difficult to identify using bi-
temporal or other traditional change detection approaches [7]. The use of remote
sensing image time series analysis to produce LUCC information has increased
greatly in the recent years [8].

Most classification techniques to create LUCC maps from satellite image time
series are based on supervised learning methods. Such methods require a training
phase using land use and cover samples labeled apriori. These training samples
must properly represent the land use and cover classes to be identified by the
classifier. The quality of these samples is crucial in the classification process.
Representative samples lead to good LUCC maps.

This paper presents the utility of Self-Organizing Maps (SOM) neural net-
work method in the process to extract LUCC maps from EO Data Cubes infras-
tructures. SOM is a clustering method suitable for time series data sets. This
work describes the use of SOM in the training phase to produce metrics that
indicate the quality of the land use and cover samples and to evaluate which
spectral bands and vegetation indexes are best suitable for the separability of
land use and cover classes. A case study is described in this work and shows the
potential of SOM in this context.

In the LUCC domain, SOM has not being widely exploited for image time
series analysis. The good review provided by [8] cites [9] as the main reference
in this context. However, [9] proposed an approach to classify land cover from
MODIS EVI time series using SOM. Besides that, [10] proposes the use of super-
vised SOM for pure and mixed pixels, called soft supervised self-organizing map
to improve the classification of MODIS-EVI time series. Both references, [9] and
[10], propose the use of SOM to classify one agricultural year using only EVI at-
tribute. Differently from them, our proposal use SOM to explore the separability
time series using several attributes in order to improve the classification.
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2 Land Use and Cover Change Information from Earth
Observation Data Cubes

This section describes the process, illustrated in Figure 1, to extract LUCC
information from Earth Observation Data Cubes using image time series analysis
and the utility of SOM method in this process.

Fig. 1. LUCC information from EO Data Cubes

To perform LUCC classification using Earth observation image time series,
machine learning methods such as Support Vector Machine (SVM) and Random
Forest (RF) have been used quite frequently [13]. Most of these methods are
based on supervised learning methods which require a training phase using land
use and cover samples labeled apriori.

The selection of representative samples is crucial to obtain good classification
accuracy. The exploratory analysis using time series clustering techniques, such
as SOM method, assist users to improve the quality of land cover change samples.

2.1 Earth observation satellite image time series

Remote sensing satellite revisit the same place on Earth during their life cycle.
The measure of same place can be obtained in different times. These measures are
mapped to three-dimensional array in space-time [11], as shown in Figure 2(a).
The time series is made from values obtained of each pixel location I(x, y) over
time, as presented in Figure 2(b). From these time series, LUCC can be extracted
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through vegetation phenology. Figure 2(b) shows an example of an area that was
covered by forest during 2000 to 2001 the area, then it was deforested and during
three years it was maintained as pasture. From 2006 to 2008 it was used for crop
production.

Fig. 2. (a) A dimensional array of satellite images, (b) vegetation index time series at
pixel location (x,y). Source: [11]

2.2 Vegetation indexes

Vegetation phenology is a biological event that indicate the stages of growth
and development of plants during the life cycles. Remote sensing satellites are
becoming essential for remotely capturing phenological variations in large scale
and extract phenological metrics from time series data of vegetation parameters.
The most commonly parameters used are the vegetation indexes.

Vegetation Indexes (VI) derived from spectral information of Earth observa-
tion satellite images are widely used to generate LUCC information. Vegetation
indices are spectral transformations of two or more bands designed to enhance
vegetation properties. Two examples of most used vegetation indices are NDVI
(Normalized Difference Vegetation Index) and EVI (Enhanced Vegetation In-
dex). Some spatial agencies provide these vegetation indexes as products derived
from their satellite images. An example is the product MOD13Q1 of MODIS
(Moderate Resolution Imaging Spectroradiometer) sensor provided by NASA
with temporal resolution of 16 days and spatial resolution of 250 meters [12].

During plant growth periods, different vegetation styles can be distinguished
by time-series vegetation indexes [14]. Along with the VI, MODIS provides sur-
face reflectance bands as RED, BLUE Near Infrared (NIR) and Mid Infrared
(MIR). The VI are derived from these reflectance bands.

Limitations of the NDVI include sensitivity to atmospheric conditions, soil
background and saturation tendency in closed vegetation canopies with large
leaf area index values [14]. The EVI signal has improved sensitivity in high
biomass regions and improved vegetation monitoring. The blue band is used
to remove residual atmosphere contamination caused by smoke and sub-pixel
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thin cloud [15]. While NDVI is chlorophyll sensitive, EVI is more responsive
to canopy structural variations, including leaf area index (LAI), canopy type,
plant physiognomy, and canopy architecture [12]. The two vegetation indices
complement each other in global vegetation studies.

2.3 Using SOM to improve the quality of land use and cover
samples

In the process to extract LUCC information from EO Data Cubes, SOM is used
to improve the training step of the land cover change classification. It is used
to assess the quality of the land use and cover samples and to evaluate which
spectral bands and vegetation indexes are best suitable for the separability of
land use and cover classes. This approach explores two main feature of SOM: (1)
the topological preservation of neighborhood, which generates spatial clusters of
similar patterns in the output space; and (2) the property of adaptation, where
the winner neuron and its neighbors are updated to make the weight vectors
more similar to the input.

SOM can deal with the variability of vegetation phenology better than other
methods that do not have these two features. Due to climatic phenomena, the
vegetation phenology can suffer variations over time. Phenological patterns can
vary spatially across a region and are strongly correlated with climate variations
over time [5]. For example, rainy years may have a pattern for pasture different
from a non-rainy year. Therefore, it is necessary methods that can take into
account these small variations. The SOM method is able to learn with new
patterns during the training process. Besides that, the use of multiples attributes
such as combined vegetation indices and multiples spectral bands can improve
that patterns generated by SOM.

Instead of use one attribute as input for SOM, the super-organized maps
were implemented by [17] in order to use several attributes in a separate layer
during the network training. Considering a sample x with two attributes, xa1

and xa2, for example the vegetation indices NDVI and EVI. For each attribute
a output layer consisting of a 2-D grid of neurons is created. The layers A1 and
A2 are associated with attributes a1 and a2 respectively. The weight vectors,
ωa1 and ωa2, for each attribute are initialized with random values as shown in
Figure 3. To find the Best Matching Unit (BMU) the distances between input
vectors and weight vectors are computed separately for each layer and then they
are summed in order to define an overall distance of an sample to a neuron. The
equation 1 shows how to calculate the distance for multiple layers.

Dl =

nl∑
l=1

Dl(i, j). (1)

where l is the layer and nl is the number of layer.
After the training step of SOM, to evaluate the separability of samples is

necessary to label the neurons in order to create clusters. A cluster can be one
neuron or a set of neurons that belongs to the same class. In this step, each
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Fig. 3. Structure of SOM with two attributes

neuron is labeled using the majority vote technique. Each neuron receives the
label of the majority of the samples associated to it. In some cases, no samples
is associated to a neuron. Then, this empty neuron receives the label ’Noclass’.
To verify the quality of clusters generated by SOM, the confusion matrix can be
accessed. From the confusion matrix, percentage of mixture within a cluster is
calculated.

3 Case study

To show the potential of SOM method in the selection of good quality land use
and cover samples from satellite image time series, this section describes a case
study using VI time series of the product MOD13Q1 of the MODIS sensor from
2001 to 2016. The area of study is the Mato Grosso State in Brazil, as shown
in figure 4. Each sample has a spatial location (latitude and longitude), start
and end date that corresponds to agricultural year (from August to September),
the label of the class that corresponds to the sample, and the set of time series
with multiple attributes. In this case study, we used the attributes EVI, NDVI,
NIR, MIR, BLUE and RED. The ground samples include natural vegetation and
agricultural classes for the Mato Grosso state of Brazil. The data set includes
2215 ground samples divided in nine land use and cover classes: (1) Cerrado, (2)
Pasture, (3) Forest, (4) Soy-Corn, (5) Soy-Cotton, (6) Soy-Fallow, (7) Soy-Millet,
(8) Fallow-Cotton and (9) Soy-Sunflower. The ground samples were collected by
[13].

To evaluate the separability of these classes using SOM, clusters combining
spectral bands and vegetation indices were generated in three cases: (1) Case I:
NVDI and EVI; (2) Case II: NDVI, EVI, NIR and MIR; (3) Case III: NDVI,
EVI, NIR, MIR, RED and BLUE. The SOM parameters that we used were: grid
size = 25 × 25, learning rate = 1, and number of iteration = 100.

Figure 5 shows the maps created for each case. As we have the label of
samples, the confusion matrix for each case was generated. Although the large
variability within the land use and cover classes and the phenological patterns
similarity among the classes, SOM was able to separate these land use and cover
classes with good accuracy. For the first case the accuracy was 88% , the second
case was 93% and the third was 90%. Besides that, we can note that the most
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Fig. 4. Samples Dataset

of neurons that belongs to a neighborhood are the same category, but the time
series samples contains small variations.

Fig. 5. Grids generated for each case

From the confusion matrix, we can evaluate the quality of each land use and
cover cluster generated by SOM. For each case, Table 1 shows the percentage of
samples that were assigned to the right cluster, that is, the class associated to
the sample is the same class associated to the cluster. For example, the Cerrado
cluster has 97.3% of samples labelled as Cerrado in the Case II; 84% in the Case
I and 93.3% in the Case III.
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In general, we can notice that in the Case II, where the attributes MIR and
NIR were considered, the quality of clusters were improved. The separability
had a significant increase in the Cerrado and Fallow-Cotton clusters. For Forest
and Soy-Sunflower clusters there were a loss of quality of separability, but is not
so significant. In the same way, in the Case III, the attributes BLUE and RED
improved the separability of some clusters when compared with the Case I but
not so significant.

Table 1. Quality of clusters

Cluster Case I Case II Case III

Cerrado 84 97.3 93.3
Fallow-Cotton 72.2 85.7 78.9
Forest 100 99.3 89.9
Pasture 92.7 97.3 93.7
Soy-Corn 82.0 84.0 85.4
Soy-Cotton 94.6 95.5 93.5
Soy-Fallow 97.8 100 98.9
Soy-Millet 85.5 90.3 88.2
Soy-Sunflower 77.1 76.9 72.9

For the Case II, the confusion of each cluster is shown in Figure 6. The
clusters Fallow-Cotton, Soy-Corn and Soy-Sunflower are the most confusing, that
are crop classes. Crop classes have similar phenological patterns. This confusion
can be noted in the maps of Figure 5 where there are neurons labelled as Fallow-
Cotton and Soy-Sunflower within the neighborhood of Soy-Corn. Some samples
of Cerrado and Pasture have similar spectral curves but the attributes MIR and
NIR reduced the confusion between these samples as shown in Figure 6.

4 Final Remarks

This paper presents the utility of SOM method to improve LUCC classifica-
tion from satellite image time series using EO Data Cubes infrastructures. The
proposed approach uses SOM to evaluate which spectral bands and vegetation
indexes are best suitable for the separability of land use and cover classes and
to improve the quality of the land use and cover samples.

We present a case study that evaluates the combination of six attributes,
EVI, NDVI, NIR, MIR, RED and BLUE, using MODIS time series of land use
and cover samples in the Mato Grosso State in Brazil. The results show the
potential of SOM to identify the separability of land use and cover types.

Despite the general accuracy of separability using only NDVI and EVI at-
tributes was 88%, the classification in big scale areas can generate a great amount
of errors. Including the attributes MIR and NIR, we noticed a great improve-
ment in the accuracy of separability that was 93%. Considering that a neuron
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Fig. 6. Confusion among the classes

is a cluster, when the MIR and NIR attributes were added, the percentage of
samples that were assigned to right clusters increased. A sample assigned to a
right cluster means that the class associated to the sample is the same class
associated to the cluster.

In the third case, when we used all attributes including BLUE and RED, the
accuracy of separability was worse (90%) than the second case. This analysis is
important because we can conclude that adding more attributes does not mean
increasing the results. Besides that, the computational cost is proportional to
the number of attributes used in the LUCC classification. It is crucial to identify
the minimal number of attributes that leads to the best results.

Finally, we have implemented our approach in R using the SOM method
available in the Kohonen R package [17]. This package has the online and batch
approaches of SOM, however we use the online method for this work. The Ko-
honen package was integrated in the Satellite Image Time Series (sits) package
[18]. The package sits package was developed in the e-sensing project developed
by the Brazilian Institute for Space Research (INPE) in order to provide a set
of tools for working with analyses, clustering and classification of satellite image
time series. Its source code is available at https://github.com/e-sensing/sits.
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